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ABSTRACT

We present a class trigram language model in which each class is specified by a probabilistic context-free grammar. We show how to estimate the parameters of the model, and how to smooth these estimates. Experimental perplexity and speech recognition results are presented.

1. INTRODUCTION

The two language models most commonly used in speech recognition systems are the trigram model and the Stochastic Context-Free Grammar (SCFG). The trigram model is simple and powerful, but it doesn’t use longer span information or any prior human knowledge of language. It does not do a good job of estimating probabilities for rare words and unseen sequences. SCFGs can model longer-range effects and work well on limited-domain tasks of low perplexity with experienced users. However, large-vocabulary general-purpose SCFGs have not worked well. It is difficult to get good rule-based coverage of spontaneous speech. The grammars are either too brittle to handle unseen data or too ambiguous to be useful. SCFGs and are smoothed differently than trigrams. Trigrams assign a probability for all possible sequences of words. SCFGs smooth across allowed rule expansions, which is much more constrained than all possible word sequences. Since their strengths are complementary, we combine the two mechanisms in a way to take advantage of the best properties of each.

We propose a class trigram model in which each class is specified by a stochastic context-free grammar. While our algorithms permit the specification of complex classes, our intent is to use only simple classes which capture straightforward concepts, and to leave the rest of the modeling problem to the trigrams. The class grammars are used to model closed form expressions specific to the domain. It is on the extraction and interaction of these phrases that the task depends. The trigram provides a stochastic model of how the phrases are embedded in word strings. This work is similar to the ideas presented in Ward & Young [5]. That system used a trigram of slot-level classes where each class was expanded by a Context-Free Grammar. The grammar circumscribed the word sequences for a class, but probabilities were assigned by a word bigram rather than a stochastic grammar. The slot-level classes used in that system were high-level tokens matching longer strings of words. In the current work, most classes are degenerate (single word) with a fairly small number of low level tokens matching fairly short strings. This strategy puts much less burden on the grammar as it does not require very complete coverage. It provides a graceful way to tailor the model to the coverage of the class grammar. The model matches the patterns when it can, but always assigns non-zero probability to any string of words. As the coverage of the grammar gets better, the class grammars can become more complex giving better constraint. This model has some similarities to the Chronus system [2] and the HUM system [4] in that it tries to derive a statistical relation between parsed elements. The mechanism here is quite different. Those systems used Hidden Markov Models to segment the input into classes and estimate its likelihood. Our mechanism uses a combination of SCFGs and second-order Markov models.

Section 2 presents the model and an example. Section 3 describes an estimation-maximization (EM) algorithm to train the model's parameters, and section 4 describes a smoothing algorithm. Section 5 presents experimental perplexity and speech recognition results.

2. THE MODEL

We propose a class trigram model in which each class is specified by a SCFG. In this model, the probability of the next word is computed as $P(C_n | C_{n-1}, C_{n-2}) \times P(W | C_n)$, the probability of class $n$ given the two previous classes times the probability of word string $W$ given class $C_n$. $P(C_n | C_{n-1}, C_{n-2})$ is given by the trigram, $P(W | C_n)$ is given by the SCFG for class $C_n$. The SCFGs can range from quite complex to degenerate grammars representing single words. They are intended to represent those phrases which can be modeled well by grammars: times, dates, locations, etc. They especially should represent those domain-specific quantities to be extracted. We use a training corpus and the EM algorithm to estimate model parameters.

We introduce our model, with the help of an example. The parameters of the model are class trigram probabilities $P(C | A, B)$ and grammar rule probabilities $P(X \rightarrow \gamma)$. $X$ is a non-terminal and is a sequence of terminals and non-terminals.

Define a grammar for the [date] class as:

[date] $\rightarrow$ [month] [day]

[month] $\rightarrow$ "January", ..., "December"

[day] $\rightarrow$ [digit]
---[digit] [digit]

[digit] $\rightarrow$ "0", ..., "9"

Here [month], [day], and [digit] are auxiliary non-terminals for the [date] grammar, only [date] defines a class. Next we define a trivial class for each word in our word vocabulary ([apple] $\rightarrow$ "apple", ..., [zebra] $\rightarrow$ "zebra"). We assign uniform class trigram probabilities by setting $P(C | A, B) = 1/|V|$, where $|V|$ is the number of classes. We assign uniform grammar rule probabilities by setting $P(X \rightarrow \gamma) = 1/n_X$, where $n_X$ is the number of rewrite rules for $X$. A parse of a sentence s
is defined to be a sequence of classes and a corresponding set of grammar rules, which together generate the sequence of words in \( s \). We use an artificial word "////" to indicate the boundary between sentences.

For the sentence \( s = "//// ON JULY 5 THE ROSE BLOOMED ///" \), two parses are possible. The first consisting entirely of trivial classes:

\[
\text{on } \text{july } 5 \text{ the rose bloomed}
\]

\( t_0: [///] [on] [july] [5] [the] [rose] [bloomed] [///] \)

The second parse uses the [date] class:

\[
\text{on} \text{ july } 5
\]

\( t_1: [///] [on] [date] [the] [rose] [bloomed] [///] \)

\[
[month] \quad [day]
\]

The score of this sentence according to a uniform model is: \( P(s) = P(s, t_0) + P(s, t_1) \). The first term is the product of seven class trigram probabilities ("////" begins an utterance with probability 1), and the second is the product of six class trigram probabilities and four grammar rule probabilities. Thus

\[
P(s) = \left( \frac{1}{7} \right)^7 \left( \frac{1}{6} \right)^6 \frac{1}{12} \cdot \frac{1}{2} \cdot \frac{1}{10}
\]

More generally, if we let \( c(X \rightarrow ; t, s) \) denote the number of times the rule \( X \rightarrow \) is used in generating the sentence \( s \) via the parse \( t \), then

\[
P(s) = \sum_t P(s, t)
\]

where

\[
P(s, t) = \prod_i P(C_i | C_{i-2}, C_{i-1}) \prod_{X \rightarrow \gamma} P(X \Rightarrow \gamma)^{c(X \rightarrow \gamma; t, s)}
\]

To calculate the sum over all parses efficiently, we represent the set of parses as a graph. For each sentence \( s \), we make a directed graph, each vertex of which represents a class generating a substring of \( s \); and whose edges are such that the set of paths through the graph corresponds to the set of parses of \( s \). The graph for our sample sentence is

\[
[on] \quad [july] \quad [5]
\]

\( [///] [on] \quad [date] [the] [rose] [bloomed] [///] \)

To build the graph for a sentence, we first make the vertices by trying to match each class to each sub-string of \( s \) (\( w_i \ldots w_j, i \leq j \)). A class might match a given word sequence in more than one way. In this case, we make one vertex for each possible parse. This eliminates the need for an inside-outside algorithm, but risks inefficiency for ambiguous grammars. For each match we create a vertex containing the class label \( C \), the indices \( i \) and \( j \) indicating the word sequence \( C \) generates, the sequence of the grammar rules used, and a grammar score equal to the product of the rule probabilities. We add edges to complete the graph. For \( i = 1, \ldots, n-1 \), we add an edge from each vertex which ends at \( i \) to each vertex which begins at \( i+1 \). The set of paths through this graph corresponds to the set of parses of \( s \). To get \( P(s, t) \) from our graph, we follow the path corresponding to \( t \) from its start to its end. We set the start vertex's probability to 1, and then at each vertex we multiply in the trigram probability of the current vertex's class given the previous two vertices' classes, and the vertex's grammar score. To calculate

\[
P(s) = \sum_t P(s, t)
\]

we sum the probabilities over all paths from the start vertex to the end vertex. A forward-backward algorithm on the graph calculates this sum efficiently. Only forward probabilities are required to calculate \( P(s) \). Backward probabilities are needed for the training described in the next section.

3. TRAINING

We use the EM algorithm to set the model parameters to (local) maximum likelihood estimates over a training text. We choose an initial parameter set, and then repeat a process of collecting expected counts over the training text according to the current model, and normalizing these counts to create a new model. The process repeats until the sequence of likelihoods of the text according to these successive models converges.

To facilitate collecting the required class trigram counts, let \( c(A,B, C; s) \) denote the number of times the class sequence \( (A, B, C) \) appears in all parses of \( s \); let \( C(A, B, C; s) \) denote the expected number of times the class sequence \( (A, B, C) \) appears in all parses of \( s \), and let \( C(A, B, C; s) \) denote the expected number of times the class sequence \( (A, B, C) \) appears in all parses of all sentences \( s \) in the training text \( T \). Then

\[
C(A, B, C; s) = \sum_t P(t|s) \cdot c(A, B, C; t, s)
\]

and

\[
C(A, B, C) = \sum_s C(A, B, C; s)
\]

Similarly, to facilitate collecting the required grammar rule counts, let \( c(X \Rightarrow ; t, s) \) denote the number of times the rule \( X \Rightarrow \) is used in generating the sentence \( s \) via the parse \( t \); let \( C(X \Rightarrow ; s) \) denote the expected number of times \( X \Rightarrow \) is used in all parses of \( s \); and let \( C(X \Rightarrow ; s) \) denote the expected number of times that \( X \Rightarrow \) is used in all parses of all sentences in the training text. Then

\[
C(X \Rightarrow \gamma; s) = \sum_t P(t|s) \cdot C(X \Rightarrow \gamma; t, s)
\]

and

\[
C(X \Rightarrow \gamma) = \sum_s C(X \Rightarrow \gamma; s)
\]

To collect the expected counts for a sentence \( s \), we build the graph and run the forward-backward procedure. We set \( C(A, B, C; s) = 0 \) and \( C(X \Rightarrow ; s) = 0 \) for all \( A, B, C, X \), and \( \gamma \). Then a second forward pass through the graph visits each vertex to increment these counts. The class of the graph's first vertex is the sentence boundary class "////"; for all edges \( e \) out of this vertex, we increase
Finally, we normalize the expected counts to get our next model:

\[ P(X \rightarrow \gamma) = \frac{C(X \rightarrow \gamma)}{\sum_{\gamma'} C(X \rightarrow \gamma')}; \quad s \]

As we process each sentence \( s \) in \( T \) in this manner, we accumulate:

\[ C(A, B, C) = \sum_{\gamma} C(A, B, C; s) \]

and

\[ C(X \rightarrow \gamma) = \sum_{\gamma} C(X \rightarrow \gamma; s) \]

Finally, we normalize the expected counts to get our next model:

\[ P'(C | A, B) = \frac{C(A, B, C)}{\sum_x C(A, B, x)} \]

and

\[ P'(X \rightarrow \gamma) = \frac{C(X \rightarrow \gamma)}{\sum_{\gamma'} C(X \rightarrow \gamma')}; \quad s \]

4. SMOOTHING

We use interpolated estimation [1] to smooth our model. We form smoothed class trigram probabilities \( P(C | A, B) \) by interpolating uniform, unigram, bigram, and trigram probabilities:

\[ P(C | A, B) = \alpha P(C | A, B) + \beta P(C | \text{un}) + \gamma P(C | \text{big}) + \delta P(C | A, B) \]

where the lambdas sum to 1 and depend on \( A \) and \( B \) only through the count of the bigram \( A, B \) and the count of the unigram \( B \). We form smoothed rule probabilities \( P(X \rightarrow \gamma) \) by interpolating uniform and trained rule probabilities:

\[ P(X \rightarrow \gamma) = \alpha P(X \rightarrow \gamma) + (1 - \alpha) \frac{1}{n_X} P(X \rightarrow \gamma) \]

We choose \( \alpha, \beta, \gamma, \delta \) by the EM algorithm to maximize the likelihood our smoothed model assigns to a held-out training text.

5. EXPERIMENTAL RESULTS

We created language models as described for two different tasks, 1) patient medical record entry by voice and 2) an automated travel agent task. These language models were compared to standard class based trigrams for both perplexity and recognition error rate. For comparing recognition rate, we used our model to rescore word lattices produced by CMU's Sphinx II speech decoder. The Sphinx II speech decoder normally produces a word lattice and then finds the best path through the lattice using a class trigram language model [3]. Our procedure does a Viterbi search through a graph of parses built from the word lattice to find the path for which \( P(s, t) \) is a maximum.

For the medical records task, we had several hundred transcripts of dictated physical exams. From these 20,358 sentences (170,473 words), 18,326 were used for training and 2,032 for smoothing. A set of 392 new sentences was gathered for testing. Classes were created to match blood pressures, temperatures, pulse rates, and similar things. There were 30 non-trivial classes in the system tested. For comparison we also built a word trigram model using the CMU/Cambridge Tool Kit (Rosenfeld 1995), trained over all the non-test transcripts.

<table>
<thead>
<tr>
<th>Class</th>
<th>Perplexity</th>
<th>Word Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>27.7</td>
<td>12.4</td>
</tr>
<tr>
<td>Class</td>
<td>23.1</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Results for Medical Reporting Task

The results show that the new model had a perplexity 14% lower than the baseline model, but only had a marginal effect on recognition word error rate.

The second task was an automated travel agent. The data was spontaneous interaction with a system, rather than dictation. Subjects were interacting with a speech recognition system to make travel reservations. For this task, the training set was 1400 utterances and the test set was 300. Classes were created for concepts like date, time, number, etc.

<table>
<thead>
<tr>
<th>Class</th>
<th>Perplexity</th>
<th>Word Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>32.3</td>
<td>54.1</td>
</tr>
<tr>
<td>Class</td>
<td>26.2</td>
<td>51.8</td>
</tr>
</tbody>
</table>

Results for Travel Agent Task

The performance of the models on the second task was very similar to the performance on the first. The new model showed a 19% reduction in perplexity over the old, but only a 4% reduction in word error rate.

6. DISCUSSION

In both tasks, the new model gave a moderate reduction in perplexity but only a marginal improvement in word error rate. While the overall word error rates of the two models were similar, many of the word strings were different, i.e. they made different errors. The new model can augment a word based trigram, instead of replace it. When we interpolated the two models (equally weighted) the perplexity was not further reduced. Looking at the detailed perplexity comparisons provided some insight into the properties of the two models. The two models assigned similar probabilities in most
situations, with the word based trigram having a slightly lower perplexity. However, when the word based trigram made a really bad prediction the new model often assigned a much better probability. This is encouraging because it indicates that we can combine the models to good effect. But fixed interpolation is not the best way to combine them. We are constructing a decision tree to combine the models in a situation specific fashion.
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